
 http://pss.sagepub.com/
Psychological Science

 http://pss.sagepub.com/content/9/4/321
The online version of this article can be found at:

 
DOI: 10.1111/1467-9280.00063

 1998 9: 321Psychological Science
Richard N. Aslin, Jenny R. Saffran and Elissa L. Newport

Computation of Conditional Probability Statistics by 8-Month-Old Infants
 
 

Published by:

 http://www.sagepublications.com

On behalf of:
 

 
 Association for Psychological Science

 can be found at:Psychological ScienceAdditional services and information for 
 
 
 

 
 http://pss.sagepub.com/cgi/alertsEmail Alerts: 

 

 http://pss.sagepub.com/subscriptionsSubscriptions:  

 http://www.sagepub.com/journalsReprints.navReprints: 
 

 http://www.sagepub.com/journalsPermissions.navPermissions: 
 

 What is This?
 

- Jul 1, 1998Version of Record >> 

 at MASSACHUSETTS INST OF TECH on January 6, 2013pss.sagepub.comDownloaded from 

http://pss.sagepub.com/
http://pss.sagepub.com/content/9/4/321
http://www.sagepublications.com
http://www.psychologicalscience.org/
http://pss.sagepub.com/cgi/alerts
http://pss.sagepub.com/subscriptions
http://www.sagepub.com/journalsReprints.nav
http://www.sagepub.com/journalsPermissions.nav
http://pss.sagepub.com/content/9/4/321.full.pdf
http://online.sagepub.com/site/sphelp/vorhelp.xhtml
http://pss.sagepub.com/


 

PSYCHOLOGICAL SCIENCE

VOL. 9, NO. 4, JULY 1998 Copyright © 1998 American Psychological Society

 

321

 

 

 

Abstract—

 

A recent report demonstrated that 8-month-olds can seg-
ment a continuous stream of speech syllables, containing no acoustic
or prosodic cues to word boundaries, into wordlike units after only 2
min of listening experience (Saffran, Aslin, & Newport, 1996). Thus, a
powerful learning mechanism capable of extracting statistical informa-
tion from fluent speech is available early in development. The present
study extends these results by documenting the particular type of statis-
tical computation—transitional (conditional) probability—used by
infants to solve this word-segmentation task. An artificial language
corpus, consisting of a continuous stream of trisyllabic nonsense
words, was presented to 8-month-olds for 3 min. A postfamiliarization
test compared the infants’ responses to words versus part-words (tri-
syllabic sequences spanning word boundaries). The corpus was con-
structed so that test words and part-words were matched in frequency,
but differed in their transitional probabilities. Infants showed reliable
discrimination of words from part-words, thereby demonstrating rapid
segmentation of continuous speech into words on the basis of transi-

 

tional probabilities of syllable pairs.

 

Many aspects of the patterns of human languages are signaled in
the speech stream by what is called distributional evidence, that is, reg-
ularities in the relative positions and order of elements over a corpus of
utterances (Bloomfield, 1933; Maratsos & Chalkley, 1980). This type
of evidence, along with linguistic theories about the characteristics of
human languages, is what comparative linguists use to discover the
structure of exotic languages (Harris, 1951). Similarly, this type of evi-
dence, along with tendencies to perform certain kinds of analyses on
language input (Chomsky, 1957), could be used by human language
learners to acquire their native languages. However, using such evi-
dence would require rather complex distributional and statistical com-
putations, and surprisingly little is known about the abilities of human
infants and young children to perform these computations. By using
the term computation, we do not mean, of course, that infants are con-
sciously performing a mathematical calculation, but rather that they
might be sensitive to and able to store quantitative aspects of distribu-
tional information about a language corpus. 

Recently, we have begun studying this problem by investigating
the abilities of human learners to use statistical information to dis-
cover word boundaries (Saffran, Newport, & Aslin, 1996; Saffran,
Newport, Aslin, Tunick, & Barrueco, 1997; for prior work on this
topic, see also Goodsitt, Morgan, & Kuhl, 1993; Harris, 1955; Hayes
& Clark, 1970). Words are known to vary dramatically from one lan-
guage to another, so finding the words of a language is clearly a prob-
lem that must involve learning from the linguistic environment.

Moreover, the beginnings and ends of the sequences of sounds that
form words in a particular language are not marked by any consistent
acoustic cues (Aslin, Woodward, LaMendola, & Bever, 1996; Cole &
Jakimik, 1980; Lehiste, 1970), so the problem must be solved, at least
in part, by some type of distributional, rather than acoustic, analysis. 

We recently provided the first evidence that 8-month-old infants can
use sequential statistics to group sounds into wordlike units (Saffran,
Aslin, & Newport, 1996). In that study, we created two small artificial
languages consisting of “words” that were each composed of three non-
sense syllables. We then examined the ability of human infants to learn
to segment the languages into these wordlike units after very brief expo-
sure to corpora that contained uninterrupted sequences of the words.
Two different artificial languages were created by combining 12 differ-
ent syllables to form four trisyllabic nonsense words for each language.
The two languages differed only in which particular order of the sylla-
bles was used to form the words; using these two languages therefore
controlled for the possibility that particular sequences of syllables might
form units more readily than others. For each language, the words were
presented in random order, with the constraint that no word was
repeated in immediate succession, to form a continuous 2-min speech
stream. A speech synthesizer was programmed to speak this continuous
stream with no pauses or pitch or duration changes at the word bound-
aries. Although there were no acoustic cues to word boundaries, there
was nonetheless statistical information that could allow the identifica-
tion of the words from which the corpus was formed. Our experimental
question was whether infants would be able to utilize such information
to discriminate those syllable sequences that formed words from those
syllable sequences that occurred in the corpus but did not form words. 

In each artificial language, each syllable occurred in only one of the
four words, and in a unique position in that word. Thus, the 

 

transi-
tional probability 

 

between successive syllables 

 

X

 

 and 

 

Y

 

, a type of con-
ditional probability statistic (Miller & Selfridge, 1950), defined as 

probability of 

 

Y

 

|

 

X

 

 = (frequency of 

 

XY

 

) / (frequency of 

 

X

 

), 

was 1.0 for syllable pairs internal to words. In contrast, the transitional
probabilities between successive syllables that happened to occur next
to each other across word boundaries were lower. In real languages, of
course, a particular syllable appears in many different words. Word-
internal transitional probabilities are thus below 1.0, but still higher
than transitional probabilities across word boundaries.

 

1

 

It is important to note that in acquisition of natural rather than arti-
ficial languages, distributional analysis of language input is unlikely to
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1. There are other conditional probability statistics (e.g., conditional
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X
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Y
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rely on a single type of information (see Brent & Cartwright, 1996;
Christiansen, Allen, & Seidenberg, in press), such as frequency of co-
occurrence or transitional probability between adjacent syllables.
Rather, natural word segmentation likely relies on a variety of sources
of information, including prosody (Cutler & Norris, 1988; Jusczyk,
Cutler, & Redanz, 1993); pauses and prosodic changes at syllable,
phrase, and utterance boundaries (Gleitman & Wanner, 1982; Hirsh-
Pasek et al., 1987; Jusczyk et al., 1992; Morgan, Meier, & Newport,
1987; Morgan & Newport, 1981; Morgan & Saffran, 1995; Myers et
al., 1996); and phonotactics (Friederici & Wessels, 1993; Jusczyk,
Friederici, Wessels, Svenkerud, & Jusczyk, 1993), even though none of
these sources of information alone is reliable enough in natural speech
input to solve the word-segmentation problem. Moreover, distributional
analyses can contribute to the organization of language at levels higher than
the word only if they involve rather different statistical computations than
the ones examined here. Thus, our studies of word segmentation are
intended to provide an indication of the power of distributional analyses for
sequence learning, rather than to demonstrate that these statistical learning
mechanisms account for all of language acquisition. 

Our focus in the present study was to identify the particular type
of statistic infants utilize to segment words from fluent speech. We
were especially interested in the degree of computational complex-
ity they bring to this, and related, sequence-learning tasks. The crit-
ical manipulation in the present study involved equating the
frequencies of the syllable sequences within versus across words,
while maintaining the differences in transitional probabilities. If
each of the four words in the language appeared equally often in the
speech stream, the trisyllabic sequences that form the words would
not only have higher transitional probabilities than trisyllabic
sequences across word boundaries (part-words), they would also
occur more frequently. This was true of our previous study. Our
results in that study definitively showed that infants could discrimi-
nate words from part-words, thus demonstrating that they were sen-
sitive to some rather impressive statistical property (either
transitional probabilities among three-syllable sequences or the fre-
quency of co-occurrence of the syllables in these sequences). How-
ever, given its design, that study could not discern which of these
two types of statistical analyses was actually performed. 

In the present study, two of the words occurred twice as often in
the corpus as the other two. As a result, the syllable sequences across
boundaries between the two common words occurred with relatively
high frequency. In fact, the frequency of the trisyllabic part-words
formed in this fashion was precisely equal to the frequency of the less
common trisyllabic words. But equating the frequency of the words
did not equate the transitional probabilities of their component sylla-
bles. The two syllable pairs within a word still had transitional proba-
bilities of 1.0, whereas the transitional probabilities of the two
syllable pairs within these high-frequency part-words were .5 (across
a word boundary) and 1.0.

 

2

 

 Thus, the design of the present study
enabled us to determine if infants could rely solely on transitional
probabilities to segment words from fluent speech. We predicted that
evidence of such segmentation would result in longer listening times
to the part-words than to the words, a novelty effect observed in both
of the experiments reported in Saffran, Aslin, and Newport (1996). 

 

METHOD 

Subjects 

 

Two groups of fifteen 8-month-olds were tested (mean age = 8
months, 0 weeks; range: 7 months, 2 weeks to 8 months, 2 weeks). An
additional 7 infants did not complete the familiarization and testing
phases because of fussiness (6) or drowsiness (1). All infants were
solicited from local birth announcements and hospital records, and
parental consent was obtained prior to testing in accordance with the
guidelines of the local human subjects review committee and the prin-
ciples of ethical treatment as established by the American Psychologi-
cal Association. 

 

Stimuli 

 

All stimuli were generated by the MacinTalk© speech synthesizer,
edited to equate syllable durations, and stored on disk at a sampling
rate of 22 kHz for on-line playback through an Audiomedia sound-
board in a Quadra 650 computer. The four trisyllabic nonsense words
in Corpus 1 were 

 

pabiku, tibudo, golatu, 

 

and 

 

daropi, 

 

and the four
words in Corpus 2 were 

 

tudaro, pigola, bikuti, 

 

and 

 

budopa. 

 

Each 3-
min corpus consisted of 270 trisyllabic word tokens, produced by the
synthesizer at a rate of 4.5 syllables/s, with no pauses or other acoustic
cues to word boundaries. (An example from one corpus, with ortho-
graphic continuity used to indicate the lack of acoustic cues to word
boundaries, is as follows: 

 

pabikugolatudaropitibudodaropigolatu

 

. . . .)
The first two words in the list for each corpus occurred 45 times each,
and the second two words occurred 90 times each. 

The four test items were 

 

pabiku, tibudo, tudaro, 

 

and 

 

pigola.

 

 The
first two test items were words in Corpus 1 and part-words in Corpus
2. The second two test items were part-words in Corpus 1 and words in
Corpus 2. Note that part-words consisted of the final syllable of one
word and the first two syllables of another word. These words that
formed the part-words occurred more frequently in the familiarization
corpus. All four test items, the two words and the two part-words,
occurred 45 times each in both familiarization corpora. 

 

Procedure 

 

Each infant was tested individually while seated in a parent’s lap in
a sound-attenuated booth. An observer outside the booth monitored the
infant’s looking behavior on a closed-circuit television system and
coded the infant’s behavior using a button-box connected to the com-
puter. This button-box was used to initiate trials and to enter the direc-
tion of the infant’s head turns, which controlled the duration of each
test trial. Both the parent and the observer listened to masking music
over headphones to eliminate bias. 

At the beginning of the 3-min familiarization phase, the infant’s
gaze was first directed to a blinking light on the front wall in the
testing booth. Then the sound sequence for one of the two corpora
was presented without interruption from two loudspeakers, one
located on each of the two side walls of the booth. During this
familiarization period, in an effort to keep the infant’s interest, a
blinking light above one of the two loudspeakers (randomly
selected) was lit and extinguished dependent on the infant’s look-
ing behavior, but there was no contingency between lights and
sound, which played continuously. 

 

2. This test was also somewhat more difficult than the test in our previ-
ous study in that the transitional probabilities across word boundaries were
higher (.50, compared with .33). 
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Immediately after familiarization, 12 test trials were presented (3 tri-
als for each of the four test items, presented in random order). Six of
these trials were thus words, and 6 were part-words. Each test trial began
with the blinking light on the front wall. When the observer signaled the
computer that the infant was fixating this central light, one of the lights
on the two side walls began to blink, and the central light was extin-
guished. When the observer judged that the infant had made a head turn
of at least 30° in the direction of the blinking side light, a button-press
signaled to the computer that one of the trisyllabic test items should be
presented from the loudspeaker adjacent to the blinking light. This test
item was repeated, with a 500-ms silent interstimulus interval, until the
observer coded the infant’s head turn as deviating away from the blink-
ing light for 2 consecutive seconds. When this look-away criterion was
met, the computer extinguished the blinking side light, turned off the test
stimulus, and turned on the central blinking light to begin another test
trial. The computer randomized the order of test trials and accumulated
total looking time to each of the two test words and two part-words. 

 

RESULTS 

 

Looking times for words and for part-words were averaged across
the two groups because no differences were observed between the two
artificial languages, 

 

t

 

(28) = 0.63, 

 

p

 

 > .05. As in our previous study
(Saffran, Aslin, & Newport, 1996), infants showed a significant differ-
ence in listening times to the two types of test items, 

 

t

 

(29) = 2.10, 

 

p

 

 <
.05, with longer listening times to the part-words than to the words
(see Table 1). This difference shows that after only 3 min of listening
to the language corpus, the infants were able to discriminate sequences
of syllables that formed words from sequences of syllables that were
closely matched in many regards, but differed in their transitional
probabilities. 

Our interpretation of this finding is that infants can discriminate
the differences in transitional probabilities between words and part-
words, and that (as in our two previous experiments using nearly iden-
tical stimuli and testing procedures) they prefer to listen to the rela-
tively novel part-words over the relatively familiar words. Recall that
the transitional probabilities of the two syllable pairs within words
were 1.0 and 1.0, whereas the transitional probabilities for part-words
were .5 and 1.0. There is, however, an alternative interpretation based
not on transitional probabilities, but rather on syllable frequencies.
Although our words and part-words were equated for the frequency of
co-occurrence of their three syllables, they differed in the frequency of

the syllables and bisyllables of which these trisyllables were com-
posed. The two syllable pairs in the test words occurred 45 times each
in the familiarization corpus, whereas the two syllable pairs in the
part-words occurred 45 and 90 times, respectively. However, if
infants’ longer listening times to the part-words were based on the
higher frequency of occurrence of a syllable pair in the part-words,
then these listening times would be indicative of a familiarity (rather
than a novelty) effect.

 

3

 

 Such an effect would be quite surprising
because, as already noted, our earlier studies using this paradigm con-
sistently showed a novelty effect (see Table 1). That is, in our earlier
studies, the longer listening times to nonwords or part-words could
not have been a familiarity effect because all relevant aspects of these
stimuli—their bisyllable frequencies and their transitional probabili-
ties—were less familiar than those of the words. Thus, unless one
assumes that listening preferences vary randomly across experiments
of the same type, the pattern of results across these studies argues
rather strongly that our original interpretation, and not this alternative,
is correct: Infants in the present study discriminated between words
and part-words on the basis of differences in transitional probabilities. 

 

DISCUSSION 

 

These results extend and greatly sharpen our previous report of a
rapid statistical learning mechanism in young infants. By design, the
words and part-words in the present study were equated in the fre-
quency with which their syllables occurred together, in that order, in
the familiarization corpus. Only the difference in transitional probabil-
ities between successive syllables, and not the frequency of syllable
co-occurrence, can account for these results. Evidence of discrimina-
tion between words and part-words when trisyllabic frequencies were
equated indicates that 8-month-olds are sensitive to the conditional
probabilities of successive sounds (syllables) and can organize sound
sequences on the basis of differences in these conditional probabilities. 

The computation of conditional probabilities is an important ability
because, in language as in many other patterned domains, relative fre-
quency (even complex frequency, such as the frequency of co-occurrence
of pairs or triples of items) is not the best indicator of structure. Instead,
significant structure is typically most sharply revealed by the statistical
predictiveness among items (i.e., frequency of co-occurrence normalized
for frequency of the individual components; see Rescorla, 1966).

 

4

 

 For

Table 1. Mean listening times (in seconds) to the test items 
in the present study and two previous experiments

Study Words
Part-words/
Nonwords 

Present study 6.78 (0.36) 7.36 (0.42) 
Saffran, Aslin, and Newport 

(1996), Experiment 1
7.97 (0.41) 8.85 (0.45) 

Saffran, Aslin, and Newport 
(1996), Experiment 2

6.77 (0.44) 7.60 (0.42) 

Note. Standard errors are shown in parentheses. 

 

3. Although familiarity effects have been obtained in several studies of
language preferences (e.g., Jusczyk & Aslin, 1995), studies using stimuli
and familiarization procedures closest to our own have reported novelty
effects (e.g., Echols, Crowhurst, & Childers, 1997). 

4. Rescorla (1966) showed that classical conditioning in dogs involves the
computation of a conditional probability or correlation between a tone and
subsequent presentation of shock. One might ask, then, if human infants can
show classical conditioning, is it not already known that they can compute
conditional probabilities? In fact, to our knowledge, Rescorla’s paradigm has
not been run with human infants. But, more important, our own task involves
quite a different order of magnitude of processing than Rescorla’s. Our word-
segmentation task, if performed in its entirety, involves the on-line (running)
computation of 20 different conditional probabilities, each over 45 to 90
occurrences of the component syllables and 9 to 90 occurrences of syllable
pairs, during a 3-min learning period. Eight of these 20 conditional probabili-
ties are included in our test items. Our study thus asks not merely whether
infants can compute a single conditional probability, but whether they can
compute a large number of such probabilities simultaneously. 
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example, in English, it is common for the determiner 

 

the 

 

to appear imme-
diately prior to nouns. If a particular noun were highly frequent in a corpus,
an algorithm that segmented words based on co-occurrence frequency
would mistakenly undersegment 

 

the 

 

+ 

 

noun

 

. However, the presence of
several different nouns following the determiner 

 

the 

 

would, by a transi-
tional probability algorithm, appropriately segment 

 

the 

 

+ 

 

noun

 

. It remains
to be seen whether infants can perform similar analyses of nonlinguistic
materials,

 

5

 

 or whether this computational ability is restricted to the lan-
guage domain, in which humans have evolved a number of special adapta-
tions (e.g., Lieberman, 1984; Pinker & Bloom, 1990). 

Our findings also raise questions about the range of statistical anal-
yses infants are able to perform on linguistic materials, and about the
ways in which these computations are integrated with other types of
linguistic information in the process of learning a language. It has been
known for many years that word segmentation could in principle be
accomplished, at least in part, by computing transitional probabilities
across successive sounds (Harris, 1955; Hayes & Clark, 1970). What
was not known was whether young language learners were capable of
performing such computations. Other aspects of language (e.g., syn-
tax), however, cannot be captured only by statistical analyses that
operate on adjacent items (Chomsky, 1957). Explaining the acquisi-
tion of these higher levels of language structure therefore requires
either a quite different type of mechanism or even more complex dis-
tributional analyses and richer representations over which the analyses
are performed (Mintz, Newport, & Bever, 1995; Saffran, 1997).
Although we do not yet have answers to these important questions, we
believe the present results suggest that human infants possess a larger
stock of complex computational abilities than previously believed.
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5. There is certainly prior evidence of learning and memory in young
infants (see, e.g., Rovee-Collier & Sullivan, 1980) and of categorization
based on correlations among attributes (see, e.g., Younger, 1985). However,
we know of no previous studies of infant learning in which elements pre-
sented in rapid succession (4/s) were organized on the basis of a complex,
multielement, conditional probability analysis conducted over a very brief
(3 min) familiarization period. Preliminary evidence (Johnson, Saffran,
Aslin, & Newport, 1998) suggests that nonlinguistic (tonal) stimuli can also
be grouped on the basis of transitional probabilities.
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